Bernard L. Lambert
blambert100@yahoo.com
480-382-6720

LinkedIn: www.linkedin.com/in/bernard-lambert-96158ba
Date:  April 2024

Position Desired
I am looking for contract W2.  I want telecommute work with a very limited onsite requirement.

I have 40 years of IT experience and prefer networking or systems plan, build, run project work and level three support work. 

I am well versed in all modern scripting and programming languages used to orchestrate and deploy configurations, applications, and systems in both physical and virtual environments. 

I have considerable experience with Virtual Desktop deployments, Datacenters, and Outsourced Services whether physical, virtual, hybrid, or cloud based.

My resume only covers the last 15 contracted engagements.  

The last pages of my resume are an inventory of all the operating systems, applications, tools, languages, and manufacturer’s products I have had “hands-on” time with over the decades. 

Thank you for your time.

History:
October 2023 to April 2024
<Segra/Syndesys>
Build python code for Ciena 39xx series switches to standardize the configurations and improve the CFM reporting from those devices.  16,000 Logical Devices on 9,000 physical devices.  Buildout orchestration for system recovery and change recording.  Ansible, Python, Redhat, and Github.
June 2023 to Present
<System Wrights>
Buildout orchestration for system recovery and redundancy. Ansible, Python, Redhat, and Github.
Network upgrade of border Cisco routers, ASA and turn up new fiber.  Repait fire damage to datacenter.
Lead Systems Engineer
November 2022 to May 2023
<Wells Fargo/Insight Global>
Short term engagement to maintain an existing Puppet management system. Used Linux, Windows, Visio, Python, Powershell, Bash, network utilities, ServiceNow, and operated systems and maintenance on the management systems that covered tens of thousands of systems. 
Systems & Network Engineering & Consulting
March 2020 to Present
<System Wrights>
Project SNR-811
Mapped logical and physical SD-WAN in Visio for global enterprise. Engaged in extracting configuration from over twenty thousand routing and switching devices globally.  Used Netbrain and Solarwinds tools to develop correct maps and plan new updates and changes.  Prepared for SD-WAN rollout to include hybrid cloud connectivity between AWS and three datacenters
Project SBA-17004
Build out datacenters to duplicate Internet services from Microsoft, AWS, and Google.  These are small scale for small businesses.  Internet connectivity loss cannot limit these customer’s accesses to their data and apps.  

The platforms are server based VMs for all their needs. There is managed routing and switching with one gig and 10 gig LANs.  Any campus spans are run at 100 gig fiber. Additional porting to the LAN from any chassis is provided for provisioning storage and is provided for management networks.

This is open stack for small business.  All systems are Linux based. All networking is Cisco.  Chassis are Dell, HP, or IBM.  Apps are built into desktop VMs. VMs are kept in a catalog in a service system.  Pushbutton VMs.  

DR for the site is a drive set taken offsite daily in a 3 generation rotation.

Project SWI-20200107
Improve https://www.systemwrights.org Weblog service. Upgrade Wordpress. Write and video content about tech for public consumption. 

Systems & Network Engineering & Consulting
September 2019 to April 2020
<Northern Trust/TEK Systems>
Identify methods for monitoring the monitoring tools in play in the global enterprise in order to alert enterprise management when event streams deviate from norms.  The project included application development, building virtual datacenter systems, operationalizing the tool, and handoff to enterprise management staff.  The work included understanding and utilizing SCOM, Pandora, Sitescope, CA APM, ServiceNow, Moogsoft, Nextthink, Liguidware, VMware tools, Cisco tools, and dozens of enterprise systems, network and application management tools and their output streams. The monitoring systems were built using Linux, Apache, MySQL, and PHP.  Scripting in MS Powershell and Linux Bash was used to extract data from tool applications database backends using SQLCMD and MySQL Client respectively.  The scale of the global enterprise was global and spanned every hemisphere with datacenters on every continent.

Systems and Network Engineering
October 2018 to June 2019
<Confidential>
RedHat, Oracle, Centos, and Suse Linux physical and virtual systems moved to datacenters.  Included plan, build, and operation of Apache, NGINX, and Tomcat web services, Websphere and Weblogic middlewares, shell scripted orchestration with Bash, Powershell, Salt, Ansible, and Python, KVM and VMware virtualization, Oracle and MySQL databases, OS, application and network security remediation, SolarWinds and Splunk logging, monitoring and alerting, Palo Alto, Cisco, and IPtables firewalls, Cisco ACI routing and switching, HP, Dell, and Cisco UCS blade servers and switches. The operation was 24/7/365 with more than 400 sites, 2 outsourced datacenters, 5 in-house datacenters, 12,000 nodes and North American WANs, SDWANs, and LANs. 

Global Enterprise Performance Testing & Remediation
October 2017 to October 2018
<ON Semiconductor/Randstad>
Large international concern in semiconductor industry needed performance measurement of engineering applications in global collaborative environment.  Developed tools, built tools, wrote and delivered POCs for WAN/LAN performance assessment.  Worked with Cisco, HP, Extreme, and many legacy systems to assess routing, MPLS, iWAN, VPNs, firewalls, load balancers, proxies, application control engines, security systems, and wireless controllers.

I did ordering of remediation of firewall rules, NATs, switch configurations, routes, QOS, traffic shaping, and pathways through the global network of 475 sites with 54,000 nodes.

Tools used NetBrain, SolarWinds, Cisco TACACS+, Cisco Security Manager, Cisco Prime, Cisco ISE, Expect Scripts, Python Scripts, Bash Scripts, and LAMP Data Warehouses. This work was in an ongoing “Sun-Never-Sets” environment.

Independent Consulting Network & Systems Engineer
February 2017 to October 2017
<Storz/Oxford>
Addressed UPnP vulnerabilities in wireless hotspots and access points in large enterprise network.  Reconfigured access control servers, wireless controllers, and access points. Updated device firmwares, and tested for WannaCry/ Pulsar ransomware vulnerability.

Did troubleshooting on Ultra High Definition Video network design and deployment of a medical operating room system for a medical equipment manufacturer.  Determined switch configuration, captured and analyzed 10GB video streams, determined video encoder, video decoder, and switch addressing and multicast behaviors, trained engineers on testing methods, performed analysis of system control applications, established configuration procedures, wrote standardized testing procedures, facilitated engineering team troubleshooting meetings, addressed testing findings requiring changes, and prepared the system for final test before alpha and beta in the field.  Wrote recommendations for interfacing the system to enterprise networks in medical environments with special attention to the critical requirements in the field of medicine.

Convert Cisco ASA firewalls and code to upgrade to the most recent version (9.1) code. Rework interface objects to conform to newer code base.

Rework older Cisco ISRs to newer code and upgrade from base IP binaries to enterprise binaries.  Add VPNs, IKE, GRE, IPSEC services where applicable.  Establish AAA for SSO by creating ACS services.

Reworked Cisco ISE on customer’s installation to add newer or upgraded MDMs.

Created additional alerting on SolarWinds enterprise installation to limit spurious alerts and properly escalate other alerts. Work included writing python apps to be called by SolarWinds event triggers to facilitate paging, email, and external app integrations.

Network Engineering & Operations Support
October 2015 to February 2017
<CVS Health/Randstad>
Manage Solarwinds IPAM for network engineering and operations.  Convert spreadsheet data for 127,000 nodes to Solarwinds IPAM database format, import, and maintain them.

Manage Solarwinds NPM, NCM, SAM, NTA, VOIP, QOS, and IPAM tools.

Perform network troubleshooting for all Cisco ACI, Cisco ACPI, Cisco Nexus 3064, Cisco Nexus 5672, Cisco 6509, Cisco 6513, Cisco Nexus 7010, Cisco Nexus 7018, Cisco 9516, Cisco ASA 5580-20, Cisco ASA 5580-40, Cisco ASR 9006, Cisco ISR 4451, Cisco Optical Networks, Juniper MX, Juniper Screen OS, F5 GTM, F5 LTM, Anue, Netscout, Bluecoat Proxy, Websense Content Filtering, AT&T and Verizon MPLS Clouds, Infoblox Grids, Netbrain, Stat Seeker, Netops, Omnicenter, Cisco Prime LNM, Cisco APs, Cisco Wireless Controllers, Cisco ISE, and ATT UVN.  

Wrote extensive scripting in Powershell, Bash, Perl, TCL, Expect, Javascript, and XML to configure, deploy, upgrade, and operate devices and systems.   

Support the VMware, Linux, and Windows systems, both physical and virtual, that carried any of these tool systems.

Worked on Operations Center improvements using Sitescope, HP Operations Manager, HP Service Manager, HP ALM, HP Configuration Manager, Netreo Omnicenter, SolarWinds SAM, SolarWinds, NPM, SolarWinds NCM, SolarWinds IPAM, and SolarWinds Netflow.  Did integration work to connect SolarWinds to xMatters Alerting and to connect SolarWinds to HP Service Manager using Eyeshare.

Performed extensive scripting in Bash, Expect, and Powershell for IP management, system health checks, and device configuration.

Network Consulting
January 2016 to November 2016
<Arizona State Retirement Systems/Impact>
Install Solarwinds IPAM and train users in all aspects of Solarwinds NPM, SAM, IPAM, NTA, WEB, and Syslog tools.  Install NXLOG on all Windows AD domain controllers and forward event logs to Solarwinds SYSLOG. Develop SQL extract and reporting for security forensics.

Build Linux virtual machines for Graylog logging servers.  Develop real time web based log analysis and displays for NOC monitoring of Palo Alto firewall information streams.  

Developed DevOps logging systems demonstrations using the same Graylog, Elasticsearch, and MongoDB applications with custom JSON scripting to dissect Log4J syslog streams.

Systems Integration Testing & Engineering
November 2014 to May 2015
<Comcast/Sempera>
Conduct systems integration tests on enterprise national video cloud devices and datacenters.  Work remotely to test and troubleshoot infrastructure such as Cisco UCS, Cisco routers, Cisco switches, Cisco recorders, Cisco Recorder Managers, Data Domain WOS archives, NetApps Storage, Splunk enterprise logging and monitoring, VMWare Virtual Center, VMware hosts, VMWare Linux guest systems, VMWare Oracle guest databases, VMWare CouchDB guest databases, JITP packagers, PC Players, Tablet Players, Smartphone Players, and all cloud based DVR related equipment.

Systems & Network Engineering
May 2014 to November 2014
<Dell/Oxford>
Identify Fax Over IP transmission problems and improve FAX throughput and drop rates at Quincy, Washington datacenter.  Work involved network troubleshooting with a team from the Dell customer, Dell employees, and Dell management.  Span port placement and Wireshark packet captures were used to identify loss and failure points in FOIP traffic.  Applications were developed to capture and reproduce transmissions to identify Fax Over IP protocol failures or transmission failures.  This involved Cisco Nexus switches, Cisco CUBE, Cisco 6500 switches, Cisco routers, Cisco Nexus 1000V virtual switches, Brocade switches, VMWare Hosts, and VMWare guest systems with Rightfax servers, Windows servers, and Linux servers. 

Consultant Infrastructure/Systems/Networking
October 2013 to May 2014
<Maricopa County/Insight Technologies>
Review enterprise QoS policies and configurations on all networking devices.  Corrected QoS to improve VoIP/VoIP Video performance and eliminate lost packets in the enterprise network.

Repaired and upgraded Cisco Works, Cisco QPM, Solarwinds NPM, Solarwinds configuration management, Netscout Infinistream, and Netscout Performance Manager.

Developed extensive Expect scripting for device management, deployment, updating, and upgrading.

Consultant Infrastructure/Systems/Networking
December 2012 to October 2013
<Confidential by NDA/System Wrights>
Consulting with customers for infrastructure, systems, and network plan, build, and run.  Establishing and maintaining highly virtualized cloud based and datacenter based service oriented architectures are my specialty.

My most recently finished project was a wireless network infrastructure project for a remote community in Arizona. The work was to make satellite uplink and downlink, wireless WAN, and wireless LAN work for voice, video, and data services for a community of 2000 people. I did architecture, engineering, provisioning, administrative, and training work here.

Engaged in a hybrid cloud project. The deployed Amazon cloud presentation and application layers with a dual-homed datacenter based MySQL and Oracle backend. The repositories and Hudson, Maven, Sonar, Nexus services as well as the virtualized development workstations were built to reside within the datacenters. The entire service architecture was done on virtualized systems using VMware hypervisors and management, Cisco switching/routing/firewalling/balancing, EMC SAN, NetApps NAS storage, and IBM/HP system hardware.

Consulting Infrastructure/Systems/Networking Architect/Engineer
October 2011 to December 2012
<Scottsdale Insurance Company/Nationwide Insurance/Checks and Balances>
Performed network and systems consulting and infrastructure engineering and architecting.

The datacenters were moved to the Columbus home offices of Nationwide Insurance, the parent company of Scottsdale, in previous years when I was last employed there.  Many of the infrastructure details of LDAP, applications installation and support, middleware installation and support, Linux/Solaris installation and support, network firewalls/load balancers/switching, and IP planning were subsequently at loose ends.  I was first asked to bring the Websphere middleware environments into consistent, reliable builds in the Development, Functional Testing, Performance Testing, and Production environments.  Next I was asked to enhance processes and practices in all environments to better utilize the enterprise LDAPs for OS, application, and network security.  I added staffing and trained them to support the enterprise using the newly established processes and procedures.  While this was being done they asked for me to work to make the development environments for applications development and web user experience more robust.  The architecting, building, and operations of Hudson Continuous Integration servers, SVN repositories, Maven and Nexus repository managers, and Sonar code testing greatly improved the development, testing, and production applications delivery and code release management.  All of the infrastructure was fully integrated into the Nationwide enterprise.

Consulting Infrastructure/Systems/Networking Engineer
July 2011 to October 2011
<Starwood Hotels/Accenture/Avnet>
Performed network troubleshooting to discover why non-routable networks for bare-metal OS installation could not proceed on large datacenter being built for Starwood Hotels.  Avnet was the hardware provider and Accenture was the infrastructure and operations provider.  Once network switching and routing issues were addressed, network servers for Red Hat Kickstart and Satellite were updated and used to install OS images to machines and continuously manage the OS on several hundred servers.  This work was done on a highly virtualized, highly available infrastructure of VMware, EMC storage, Red Hat Enterprise Linux, Cisco Nexus Switching, and IBM servers.

Consulting Infrastructure/Systems/Networking Architect/Engineer
January 2011 to July 2011
<Confidential by NDA/System Wrights>
Improved a wireless WAN on a remote site for seasonal use of the Internet and daily use by operations personnel.  Once the reliability of the wireless WAN was established further extensions of the LANs were performed to accommodate use by up to one thousand users at a time over a two hundred and eighty acre wilderness property in all-weather conditions.  Multiple access points with capability for Internet data and IP telephony were added throughout the property.  Management, both local and remote access, was added for better support of the system.  Firewalls and Cisco switching were added to augment existing equipment.

Senior Systems and Networking Engineer Consultant
November 2006 to January 2011
<Scottsdale Insurance Company/Nationwide Insurance>
I built a public enterprise portal and DMZ for Excess and Surplus insurance sales and customer

support to brokerages, agencies, and policy holders.  This involved design, build, and operation

of company applications on IBM Websphere platforms using Cisco Enterprise Switching, Cisco

Load Balancing, Cisco Firewalls, Cisco Security, VMware Virtualization, EMC Storage, Windows OS, Linux OS, and Solaris OS.  I also supported the move of these infrastructures, systems, and applications to the parent company, Nationwide Insurance, in Columbus, Ohio.

Systems and Network Engineer
January 2005 to November 2006 Contract Services
<Scottsdale Insurance/TEK Systems>
Contract at Scottsdale Insurance to install Microsoft SMS Servers,

build VMware ESX servers, build and maintain Linux and Windows virtual servers,

and maintain Solaris servers.

Prior to January 2023 – More than four decades of IT work experience available upon request.

Current Experience (previous available upon request)
Cloud Services
Amazon AWS, EC2, S3, G3

VMware vCloud, vSphere, vCenter, vFabric, vShield

Computer  
IBM, Compaq, HP, Dell from Intel, AMD

Network 
Cisco Routers and Switches

Cisco VOIP 

Cisco PIX & FWSM

Cisco CSS, CSM, ACE

Cisco IDS

Cisco iWAN

F5 LTM, GTM

Nortel Switches & VPN

Cisco Nexus

Cisco IOS

Cisco NXOS

Cisco ACI

Routing 
Cisco 1900, 2900, 3900, 7200, 7500 & 7600, Nexus 7000, Nexus 9000

Cisco ASR 

Cisco ISR

Switching
Cisco Catalyst

Cisco 2960, 3400, 3560 & 3750 

Cisco 4500, 4900 & 6500

Cisco Nexus 3000, 5000, 7000, & 9000

Foundry

Access
Cisco ACS

Cisco TACACS+

Cisco ASA

Cisco 3800

Cisco WCS

Cisco ISE

IOS
Cisco IOS, Cisco PIX, NX-OS

Foundry

Extreme

Network Management
SNMP v1, v2c, v3; RMON I, II

Cisco Works

Solarwinds 

Netscout

Infinistream

Castle Rock SNMPc;

Cisco Works, Cisco CWSI

Cisco ADM

Cisco Network Assistant

Cisco Security Manager

Cisco ANM

Cisco Prime 

HP NNMI

Solarwinds Engineering Tools

Solarwinds NPM, NCM, SAM, IPAM, NTA, WPM

Occular

OS
All Microsoft from 1981 to present

All IBM from 1981 to 2024

Red Hat Linux 

Red Hat Enterprise Linux 

CentOS 

SUSE 

AT&T UNIX

Sun Solaris 

Oracle Enterprise Linux 

Scripting & Language
DOS

Basic

Bash

Korn

Expect

TCL/Talk

Javascript

Java

Ruby

Python

Perl

Powershell

Pascal

Configration, Orchestration & Management
Puppet

Chef

Ansible / Ansible Tower

Salt/Saltstack

Virtualization
VMware Workstation, Player, Fusion, Horizon, ThinApp, ACE

VMware ESX & ESXi

VMware vCloud, vSphere, vCenter, vFabric, vShield, NSX

Red Hat/Centos KVM Servers, Manager, Hypervisor

Ubuntu VirtManager

XEN

Database
Sybase 

MSSQL

IBM DB2

Informix

MySQL

Oracle 8i, 9i, 10g, 11g

Postgress

Oracle OEM

System Management
Microsoft Systems Management Server, WSUS, SCCM

Computer Associates Unicenter TNG

WINBATCH

Wise Installer

Windows MSI

Windows Policy Tools 2000, XP, 2003 AD

Red Hat Satellite

Red Hat Kickstart

HP Enterprise Tools * See addendum on HP Enterprise Tool experience


Application Lifecycle Manager


Service Manager


Openview

Sitescope, Business Availability Center

Configuration Manager

Configuration Management DB

Universal Configuration Management DB

Business Service Manager

IT Universe Manager


Operations Monitor  



Data Collectors



Data Flow Management


Real Time Service Manager



Topology Query Language

CITs

CIs

Relationships



Modeling Studio

Application Performance Monitoring

Business Process Monitor

Real User Monitor

Diagnostics

Service Level Management

YUM Mirrors

YUM Repositories for RHEL, Oracle, Centos, Ksplice

Telecom
FAX Servers – RightFAX,Zetafax, Netsatisfaxtion, Delrina Winfax, CAS Compliant

Dial-Up - Equinox, Multitech, 3COM(USR), MS RAS, MS RRAS, Cisco Access Servers;

Security
RADIUS Servers

KERBEROS Servers

Cisco TACACS(+) Servers, ACE Servers, ASR, ASA 

RSA PKI Servers 

LDAP (BSD, Linux, Unix)

LDAP Microsoft AD

LDAP Novell eDirectory

Cisco VPN

Cisco ADSM

Cisco ISE

Cisco ACS

Terminal Services and Remote Access
Livingston Terminal Servers

Citrix Winframe

Windows RDP & Proxy 

Windows Terminal Server

Raritan KVM

Linux Terminal Services

Cisco Anyconnect

Nortel VPN

Pulse

ZOC

Secure CRT

Internet
DNS

DDNS

SMTP, POP3, IMAPI, S/MIME

NNTP

NTP

Telnet, SSH

FTP, SFTP, SCP

HTTP, HTTPS, SSL

Firewalls
IBM Firewall

Checkpoint

Gauntlet

Raptor

Symantec

Gnatbox

Watchguard

Cisco FWSM

Cisco ASA

Cisco PIX

F5 LTM, GTM, Reverse Proxy

Desktop Applications
Office
MS Office 4.3 to present

Open Office

LibreOffice

Project Management
MS Project 95, 97, 98, 2000, 2003 and up

MS Project Server 2003 and up

Timberline

Atlassian JIRA

HP ALM

Help Desk
Remedy Helpdesk

HP Service Center

Service Now

Data Exchange
Data Junction

NOVA Exchange

ERP HRM & Financials
I2

Peoplesoft

CRM
Siebel

SalesLogix

Data Mart/Warehouse/Analytics
Red Brick,

Business Objects

Informix

MicroStrategy

Publishing
Dreamweaver

Quark Express

Adobe Illustrator, Publisher, Photoshop

GIS
MapInfo GIS

Accounting
Great Plains Accounting

Quicken

Quick Books Pro

Antivirus
McAfee

Dr Solomon

Fprot

Norton Antivirus

Trendmicro Antivirus

Avast

Kapersky 

Web Server
MS IIS 

Apache 

Tomcat

IBM HTTP 

NGINX

Middleware
IBM Websphere Applications Server

IBM Websphere Node Manager

Oracle Weblogic

Web Secure
IBM Webseal

IBM TAM

Novell eDirectory

SAML

Proxy Server
MS Proxy 

SQUID

Surfwatch

Websense

F5

Certifications
 IBM 
  Secureway Firewall

  Internet & Security Planning

  Voice Recognition Products

ARIZONA STATE
  AZ Dept. of Transportation MVD Third Party

Associations
 IBM Business Partner - Software - Besteam Member # 0650 March 1998

 Boy Scouts of America  - Eagle Board District Reviewer, Camelback District, Grand Canyon Council, Phoenix, Arizona. Prior Scoutmaster Troop 401. Prior Unit Commissioner for  Packs 107, 324 and 232, and Troops 329, 232

Licenses
 FCC - General Class Amateur Radio License

Awards
Lamp of Learning Award
- For public service to the Washington Elementary School District educational technology system and 10 year master plan. The work included planning, development, deployment, and training of networking and administrative personnel. This volunteer work spanned 12 years.

IBM Best In The World
- In 1999 the work I performed at McGraw Insurance of Menlo Park, CA on the Host-On-Demand implementation received IBM's highest award.

Boy Scouts of America
 - Scoutmaster of the Year - Camelback District of the Grand Canyon Council of Boy Scouts of America 2004

 - Unit Commissioner Award of Merit - Camelback District of the Grand Canyon Council of Boy Scouts of America 2007, 2008

 - Order of the Arrow Century Award

Education
Washington High School, Phoenix Arizona - High School Diploma 

Phoenix College - Liberal Arts Study

GTE Erudite - Microsoft SQL Database Administration, Microsoft Certified Systems Engineer, 

Certified Novell Engineer

Gateway Community College, Cisco 640-822 ICND1

Interface Technical Services, Cisco 640-816 ICND2

Interface Technical Services, Cisco 640-901 BSCI

Scottsdale Insurance, Cisco 642-545 MARS

Scottsdale Insurance, Cisco 642-812 BCMSN

Scottsdale Insurance, Cisco 642-902 ROUTE

Scottsdale Insurance, Cisco 642-813 SWITCH

IBM AUX Secureway Firewall

IBM AUX Internet & Security Planning

IBM AUX Voice Recognition Products

AZ Dept. of Transportation - MVD Third Party

VMware Experience 
Data Centers at Scottsdale Insurance/Nationwide Insurance – November 2006 to December 2012
He converted all of the Windows and Linux systems from individual physical servers to guest servers on ESX hosts.   Some P2V work was done but many were newer OS builds followed by the application installation.  This converted a four hundred physical server data center into a 100 physical server data center while providing for increased capacity to add many additional servers. This included all IBM Websphere and Oracle servers.

He built Virtual Center for management of the infrastructure and made ”gold copies” of OS and application stacks.  Then Vmotion was used to move them into the four working environments; development, functional test, performance test, and production.

He used EMC storage of the these types: 110TB Symmetrix DMX SAN , 140TB Clarion SAN, and 70TB Celerra NAS.  All systems booted from the HBA from the SAN.  Depending on the expected recovery time cycle, he provisioned SRDF and Timefinder between data centers on some of the storage and used some NAS Copy for other redundancies.  Many mixed CIFS and NFS logical masks were used to make data available to Windows and Linux/Solaris VMs.  He built and configured dual controllers/switches for both the network and for the storage throughout the datacenters. This allowed redundancy physically and logically for all storage; within the data center and between the data centers with no possible single point of failure. 

He worked with a team during 2009 and 2010 to move both data centers to Columbus Ohio, the home offices of Nationwide, the parent company.  Because the systems were highly virtualized it was a “no forklift” transfer facilitated by copying the SAN and NAS backends and swinging the DNS for each newly built virtualized server in Ohio. This all was done by applications bundles on multiple change control weekends.

While at Scottsdale he worked with VMware 2.5 ESX up to version 5.1 ESXi, VSphere up to 5.1, and management tools such as VSphere Operations and VFabric.

He returned during 2011 and 2012 to resolve problems in the infrastructure and applications such as filesystems, SAN masking, NAS masking, copying, backup, OS LDAP Sudoers and Access configurations.

Data Centers Moves – October 2018 to June 2019
Virtualized hosts P2V and moved hosts V2V from older datacenters to newer outsourced datacenters at IO and Switch.  This worked involved creating the Cisco UCS blade systems, installing the ESXi hypervisor on the Cisco blades, configuring the fiber connectivity to EMC, Data Domain and Pure storage.  The storage was a mix of FC, FCoE, and iSCSI.  OS installs were Redhat, Oracle, Ubuntu, and Windows.

Additional work to provide Cisco Nexus switching and routing was done within the new datacenters.  Border connectivity was done with a mix of Cisco ASRs, Cisco ISRs, Cisco SDWAN, Cisco iWAN, Cisco ASAs, Citrix, F5, and Juniper devices.  Circuits were Comcast, AT&T, Verizon, and CenturyLink.

Configuration Management consisted of Satellite, YUM Repo Mirrors from Redhat, YUM Repo Mirrors from Oracle, Ansible scripts, SALT Stack, Git, SCCM, Chef, and Puppet.

Monitoring Management consisted of Solarwinds (All Modules), Splunk Index, Splunk Search Head, Splunk Deployment Server, Splunk License Server, Graylog, ELK/Logstash, KIWI Syslog, Syslog NG, ExtraHop Discovery, ExtraHop Explorer, Netscout Performance Manager, Netscout Infinistream, NetBrain, Qradar, and custom built monitoring applications.

Ticketing was done with Remedy, ServiceNow, and custom apps.

Virtual Data Centers and Mixed Clouds
He also has experience with Amazon AWS, EC2, S3, and G3.  Some of the projects he did were a mix of local highly virtualized capability and the use of Amazon services.

He has experience with XEN and OpenStack virtualization as well.

Backup of Virtual Servers and Hosts 
He set up the AVAMAR backup for Scottsdale.  He also has built and operated the Legato/Networker HSM infrastructure for Scottsdale as well as experience with VEEM for backup of VMware.

He has current experience with Rubrik and Zerto for virtual machine DR and data backup.

Infrastructures
He has experience with ESX, ESXi and the newer Virtual Centers and vSphere up to version 6.5.  He has been through upgrades of 2.5 to 3, 3 to 3.5, 3.5 to 4, 4 to 4.1, 4.1 to 5, 5 to 5.1, and upgrades of 6.x

Virtualization experience is as follows:
VMware Workstation, Player, Fusion, Horizon, ThinApp, ACE

VMware ESX & ESXi

VMware vCloud, vSphere, vCenter, vFabric, vShield

VMware SRM

Red Hat KVM Servers, Manager, Hypervisor, PaaS

Virtual Box VMs

Docker VMs

Software Defined Networking and Openstack
He has experience with virtualization of the entire device and application stack using open source and modern languages.  Vendors are coming into the enterprise with SDN products that can be costly or exclusionary in their nature.  By using Openflow and similar openly accessible controls on networked infrastructure, the reuse of existing equipment and the inclusion of newer faster equipment can be accomplished.

He has experience with all the modern scripting and application languages so that the software definition, configuration, deployment, and maintenance of systems can be accomplished without the siloed approaches used in the past.  The meld of languages, networking, systems, and applications can be accomplished by this individual.

IaaS, PaaS, and SaaS solution requirements are based on high performance delivery times.  The past practices of top down segmented IT disciplines cannot perform at the speed business requires today.  By embracing the change, continuous learning, and deep experience this individual is well equipped to deliver and maintain modern infrastructures in the datacenter and cloud.

